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© State of the Art
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O cContributions

Goal: Finding Rule List which learns rules with probabilities to
characterize the class distribution over the entire data and favor smaller
rule lists to ease interpretation

© Problem of PRL
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» Given A database of instances
(observations), with for each a Boolean
target attribute
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1 New optimization criterion

» Find A Probabilistic Rule List > based on the MDL principle;
2 aiming to find small-and-good rule lists

» Such that this Rule List when applied to the

given database describe it well being small [ New search algorithm
and /nterp retable & based on branch-and-bound search;

z aiming to find the global optimum

Methodology (1)
Pattern-Based Approach
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Q Methodology (2)

Minimum Description Length
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argming score(R, F, D)

- » Score is (based on Shannon’s Noiseless Channel
IF{@ @} r=23 Coding Theorem)

vivlF :
i =0/2
v v | F ELSEIF{$} P * the number of bit to use each rule to encode the data

\/ (using log of probabilities)
* the number of bit to encode the rule itself




Q Methodology (2) m Methodology (2)

Minimum Description Length Why MDL is interressing
% R* — argmin Ldata,(DlR) +Lmodel(R) é Rule-list Data | Model | Total
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® Greedy solution

Can We find Better?
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Select the best until there is
Itemse;t;:efault ... no more transaction
to cover

Greedy Soluti

(B2 D >> ”<<<A B} > )>
722+5

((A.C1 ). (00 1)
722 + 512bits

{{BY. D). (0,3))
1039 + Obits

{{A} ) (6, 9)
1039 -+ Obits

‘ <<mnc> .(6.3)
531 + T06bits
. Op mal§)ol

H(({ABF} 40,07 (({AHC} ><<b) (m )
1+ 15 -+ Obits

(({A,B,C}, %),({A) ), (4, )
531 4 527 4 Obits

Greedy
Solution

Optimum
Solution




® Branch-and-Bound

@ Lower bound computation
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Algorithm 2: Branch-and-bound (F, D)

1 PQ : PriorityQueue > Partial rule lists ordered by code-length when adding default rule
2 bestR < (D), best + L(bestR)

3 PQ.enqueue-with-priority((), L({))) —

4 while R < PQ.dequeue() do

5 for each I € F \ R do

6 R« (R,I) '

7 if L((R’,0)) < best then

8 | bestR = (R',0), best < L(bestR)™

9 if lower-bound(R') < best then

10 | PQ.enqueue-with-priority(R’, L((R’, #)))

N

11 return bestR

I'm stronger
I'm than Asterix
cleverer than R

Obelix

EXPERIMENTS

* When we have a partial rule list, can we remove some
possibilities?
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* A good lower-bound is difficult to compute since there is an
exponential number of rules that can be added to the list

* Inthe perfect case,

* any expansion has to be greater than or equal in size to
1,

¢ and any expansion will achieve at best a data
compression of 0

@Implementation Details

» Set representation as a Bitvector + Bitwise operation
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* Only find Rule in Free-sets (equivalent classes)
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18 Impact of parameters

Mushroom dataset (size = 8124x112) :: Varying rule list size

® compression Ratio

anneal r (+ time limit=600)
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@ Prediction power of PRL 72 Conclusion

* We propose a New Descriptive method called
Probabilistic Rule List
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T = = = * This Rule List is designed to be small and
characterize well the target data

* We found using a new optimization criterion
l l based on MDL principle

* We also designed a branch-and-bound method

CART RF JRIP SBRL PRLc PRLg using Best First Search strategy
Methods

Area Under ROC
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